
Special Section: Anti-Government Extremism

The Not-So-Silent “Majority”: 
An Automated Content Analysis of Anti-Government 
Online Communities 

Bethany Leap,* Michael H. Becker                                                                 
Volume XVII, Issue I 
March 2023

ISSN: 2334-3745

The United States is facing an ongoing threat of political violence due to widespread anti-
government sentiment that has proliferated across social media platforms. Most saliently, 
these violent sentiments manifested in the January 6, 2021, attack on the US Capitol during 
the certification of the 2020 general election. This research extends prior work on the online 
mobilisation to offline violence by analysing the text of online discussions leading up to the 
January 6 attack. We focus this examination on two central questions. First, what are the key 
themes and topics discussed within and across two social media platforms? Second, how did 
these themes and topics change over time? Focusing on two far-right anti-government online 
communities, we explore how support for political violence, disinformation, and electoral 
outcomes emerge and change over time. Our findings provide insight into possible strategies to 
counteract misinformation and the temporal trajectory of escalating violent sentiment within 
and across online communities. Further, this study highlights the importance of collecting 
data prospectively and demonstrates the value of automated content analysis and text data in 
understanding anti-government extremist sentiments.
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Introduction 
The attack on the US Capitol on January 6, 2021, while shocking, was not surprising. Despite 
congressional testimony by law enforcement shortly after the attack, there was ample evidence 
that violent anti-government sentiment had been brewing online in the weeks before and after 
the 2020 election in both public-facing and insular online communities.1 As journalistic report-
ing,2 congressional hearings,3 and courtroom documentation have shown,4 online communi-
ties in recent years have served as an important platform for the polarisation of individuals 
sympathetic to anti-government violence. On extremist web forums, these communities took 
shape over time and fuelled the January 6 attack as well as others.5 The evolving role of online 
communities has highlighted an important shift in the threat landscape for political violence 
and extreme anti-government sentiment alike.6 Since the January 6 attack, extreme anti-gov-
ernment attitudes have continued to manifest in online spaces, contributing to the so-called 
“freedom convoys” in Canada and the United States, and the violent attack on the federal gov-
ernment in Brazil.7

Though Telegram channels and other online gathering spaces have seen increasing use by so-
cial movements and political extremists alike,8 the January 6 attacks were most widely (and 
openly) discussed on two public web forums—Reddit, and TheDonald.win (hereafter, TheDon-
ald).9 Prior research has identified these and similar web forums as sources of anti-government 
sentiment, as well as the proliferation of violent rhetoric linked to acts of extremist violence.10 
While important prior research has focused on individual-level risk and posting behaviours,11 
few studies have examined broader patterns of online community rhetoric, and in particular, 
how rhetoric may shift before and after an incident of anti-government political violence. 

Given the importance of online communities in forming collective identities and shaping atti-
tudes and behaviours,12 it is crucial to consider how community-level trends may shape views 
towards political violence. Analysing these communities using automated content analysis, 
specifically the Structural Topic Model (STM), allows us to identify prevalent topics of discourse 
in these communities and describe how these topics change over time. Likewise, describing 
shifts in how online communities discuss violent anti-government topics may yield insights 
for moderation on more closely monitored platforms, and suggest avenues for de-escalation or 
off-ramping resources on less restrictive platforms.

To better understand how users experienced the escalating sentiment leading up to the Janu-
ary 6 attack, we focus on answering two questions here. Firstly, what were the key themes and 
topics discussed within and across relevant communities on Reddit and on TheDonald? And 
secondly, how did these themes and topics change over time?

This study aims to expand this literature by exploring the key themes and topics discussed on 
two social media platforms home to individuals who hold anti-government views. To do so, 
we examine original data collected on more than 1.3 million posts across three discrete time 
periods. After conducting an automated content analysis of the user-generated posts, we draw 
comparisons of the key thematic findings over time. During this 122-day period, we identified 
several commonalities between the online communities; however, over time the rhetoric in 
these communities diverged. Key topics revealed included assertions of voter fraud, references 
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to the veracity of news media, conspiratorial claims, and discussion about a possible civil war. 
These findings yield insights into possible strategies to counteract misinformation and serve 
as a study of the temporal trajectory of escalating violent sentiment within and across online 
communities. Further, this study highlights the importance of collecting data prospectively and 
demonstrates the value of automated content analysis and text data in understanding anti-gov-
ernment extremist sentiment.

Background Literature: Extremist Use of the Internet
Since the widespread adoption of the Internet, extremist groups and violent social movements 
have exploited the newfound enhanced connectivity. For decades, extremists have coordinat-
ed members, entangled interested individuals, and mobilised to action.13 In the United States, 
this set of strategies was famously adopted by neo-Nazis, white supremacists, and anti-govern-
ment extremists on the website “Stormfront”.14 Like other shifts in the adoption of technology 
since the 1980s and 1990s, the use of the Internet has spread across movements that endorse 
violence and researchers have continued to examine the role of the Internet in extremist vio-
lence.15 To wit, extremist movements of diverse ideological milieu have taken advantage of the 
anonymity and ease of communication that the Internet offers.16

Scholars studying the overlap between extremism and the Internet have made significant prog-
ress in recent years.17 Studies have examined not only how the online activity of violent extrem-
ists may systematically differ from non-violent extremists,18 but computationally advanced 
tools have been developed to systematically analyse individual user activity for specific violent 
sentiment.19 Still other studies have examined user behaviour on forums associated with vio-
lent political and social movements.20 

Research has shown that extremist movements have already taken significant steps to find a 
place in more conventional online, and real-world spaces.21 As Miller-Idriss states, 22 the ex-
treme has ‘gone mainstream’. Not only have anti-government views proliferated on forums ded-
icated to violent movements, but also within communities on mainstream platforms such as 
Reddit.23 Moreover, Gaudette and colleagues found that Reddit’s algorithms that facilitate user 
engagement (indicated as sharing and endorsing posts and content) were leveraged to pro-
mote extreme views and content directed at perceived outgroups.24 In other words, extremist 
views are present and popular on mainstream sites. 

In addition to the value of studying extremist forums, we suggest that the significantly greater 
traffic observed on mainstream platforms presents an important opportunity to understand 
the process of socialisation to violent anti-government extremist beliefs.25 To a large extent, 
web traffic on password-protected communities is limited, and those communities ‘select out’ 
individuals who do not already hold extreme views.26 To this end, the process of socialisation 
and the adoption of extremist attitudes has yet to be captured. While prior work has yielded 
important contributions to our understanding, it presents a logical point of departure to exam-
ine how public online communities collectively form environments that facilitate the produc-
tion of anti-government political violence.
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Publicly accessible forums provide an ‘introductory course’ in anti-government sentiment and 
the far right, sensitising users to the arguments that form the ideological basis of these move-
ments—an essential step in forming communities that endorse political violence.27 According-
ly, shifts observed in the focus of these communities may demonstrate the process of collective 
identity formation, rather than the consolidation of already-held views.28 To this end, research 
has yet to examine the ways that salient anti-government themes permeate an online com-
munity’s discourse and how these communities react to the perpetration of anti-government 
violence. 

The present study aims first to understand the key themes and topics discussed within, and 
across relevant communities on Reddit and TheDonald. Secondly, we describe how these 
themes and topics changed over time. 

Automated content analysis is a valuable tool for accomplishing such tasks. Described in Grim-
mer and Stewart,29 automated content analysis refers to the machine analysis of the content of 
texts. Briefly, in lieu of manual examination of documents and coding of salient themes, auto-
mated content analysis allows researchers to analyse documents, extract themes based upon 
the frequencies of key terms as well as the proximity of key terms and phrases in each doc-
ument, and classify those documents using their linguistic similarities to other documents.30 
While automated content analysis does not fully replace human coding of topics, it is an ex-
tremely useful tool for topic experts to summarise large amounts of text without the costs as-
sociated with traditional content analysis.

Data
Data Sources and Extraction Methods

To address these two questions, we use data that were collected in real time from two web 
forums known for hosting incendiary and violent anti-government views (namely, Reddit and 
TheDonald). These data were collected prospectively beginning October 14, 2020, and continu-
ing across three distinct phases: (1) in the weeks leading up to the 2020 US presidential elec-
tion (October 2020–November 3, 2020), (2) the period between election day and the January 6 
insurrection at the US capitol (November 3, 2020–January 6, 2021), and (3) the period follow-
ing the insurrection through the first days of the Biden presidency (January 6, 2021–January 
31, 2021). 

Reddit 

Reddit is one of the most popular websites on the Internet, reporting more than four billion site 
visits in March 2022 according to a third-party digital advertising firm.31 The website is struc-
tured as a collection of individual communities, or subreddits. Users can choose to subscribe to 
subreddits, and they interact with the forums by posting links to images/videos/news stories/
websites, commenting on the content posted by others, and by ‘upvoting’ or ‘downvoting’ links 
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and comments of other users.32 The site is home to over 100,000 active subreddit communities 
ranging in interest from political engagement to sports, food, and entertainment.33

The data for this project include text scrapes from four subreddits communities that, at the 
time of scraping, held politically conservative, conspiratorial, and anti-government political 
viewpoints related to the 2020 US presidential election (r/Conservative, r/Donald_Trump, r/
DonaldTrump, r/Trump). Specifically, the data collected included the front-page posts of each 
subreddit, and user comments associated with each of those posts. This constituted 24–30 
posts and thousands of comments per day. In total across the period, we collected 6,085 posts 
and 420,902 comments. Collectively, these data provide an initial impression of how modal 
users experienced the subreddit communities on a day-to-day basis.

TheDonald 

By comparison, TheDonald is a smaller, more insular, and more ideologically extreme communi-
ty than Reddit.34 Structured as a link-aggregator (like Reddit), TheDonald was originally found-
ed as the off-Reddit forum for individuals who were members of the r/The_Donald community 
and found Reddit’s moderation and policies too restrictive.35  As with the Reddit community 
data, data from TheDonald were automatically scraped daily from October 14–January 31 and 
include the posts that appeared on the front page of the website and all associated comments.36 
Across the period, this amounted to 6,062 posts and 928,759 comments. 
In total, our data represent more than 1.3 million comments across the two web forums. In this 
study, we focus on aggregate trends in user comments using automated content analysis and 
generating longitudinal structural topic models (STMs).

Methods
Before analysing user comments, we applied pre-processing steps to the data to ensure stan-
dardisation among the documents. This pre-processing is necessary to satisfy the Bag-of-Words 
(BoW) assumption that underlies all unsupervised text classification methods; mainly, each 
document is composed of a set of words, where the order and structure of those words are not 
as important as the words themselves.37 The pre-processing steps include: tokenisation, which 
breaks each text into a string of individual words; transforming all words to lowercase; remov-
ing punctuation and stop words, or common words which can negatively impact the classifica-
tion process; and lemmatisation, which reduces each word to its linguistic root.38 After the texts 
have been pre-processed, we created a document-term matrix (DTM), which is a sparse matrix 
representation of the word frequencies within each document, using the dictionary of words 
found across all documents. Because analysing documents at the “word” level omits valuable 
context information on the relationships between words, we tokenised words into bigrams 
(two-word pairs).

For the analysis of these data, we use the structural topic model (STM) originally developed 
by Roberts, Stewart, Tingley, and Airoldi.39 STMs allow researchers to include metadata as co-
variates, which helps to explain topic prevalence and content;40 this is particularly useful in our 
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case as it allows us to account for changes in topic content and topic importance over both the 
sampling period and original data source. All pre-processing and data analyses were conducted 
in R using the quanteda and STM packages, respectively.41

Results
Descriptive Results 

Figures 1 and 2 present the top twenty-five bigram phrases for the four subreddit communi-
ties and TheDonald respectively. Unsurprisingly, during this period both forums focused on 
the 2020 general election and the electoral prospects of Donald Trump. Likewise, the phrase 
“fake news” was present on both forums hinting at a shared lexicon among users across web-
sites. While these figures show the similarities across the top bigrams of the two corpora, they 
remain a coarse tool for analysis. To examine the higher-order themes within each community 
and over time, we conducted a series of longitudinal STMs. 

Figure 1. Top 25 Reddit Phrases, weighted by tf-idf
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Figure 2. Top 25 TheDonald Phrases, weighted by tf-idf

Topic Model Results

The research questions in this study focus not only on specific terms, but on broader topics 
discussed on the respective forums and shifts in those topics across the three periods. After 
running preliminary diagnostic analyses on the number of topics to include for the STM, the 
best values of metrics associated with model fit (held-out likelihood and residuals) and topic 
quality (semantic coherence and exclusivity) were achieved for both data sources when K = 10. 
Models for each data source reached convergence, and topic content was stable across several 
iterations.

Reddit 

Table 1 shows the contents of the ten topics found in the Reddit data,42 and Figure 3 shows the 
average topic proportions of the corpus. Topic 7, labelled Election (Pro-Trump), is the most 
prevalent topic, expected in nearly 30 percent of the corpus. Given that the data sources making 
up the corpus are conservative subreddits, it makes sense that the largest proportion of texts 
would fall into this category. 
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Table 1. Reddit Topics, Themes, and Keywords

Figure 3. Average Topic Proportions of Reddit Data

Topic 6, labelled Cancel Culture, has the second-highest average topic proportion, albeit at 15 
percent, which is roughly half the prevalence of the leading topic. Cancel Culture is followed by 
Topic 9, Voter Fraud, which is expected in around 13 percent of the comments.

Topic 2, labelled Social Policies, and Topic 4, labelled Democrat Rule, were the fourth- and fifth-
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most prevalent topics, each expected in roughly 10 percent of the corpus. These two topics 
appear similar on the surface; without additional context, terms related to same-sex marriage 
could plausibly fall into a topic about society under a Democrat-controlled government. How-
ever, the comments focused on gay marriage almost exclusively referred to the nomination and 
confirmation of Amy Coney Barrett to the Supreme Court and the hope that a conservative su-
permajority would overturn the precedent set by Obergefell v. Hodges. Conversely, the terms in 
Democrat Rule were overwhelmingly used in a fearmongering context, with comments threat-
ening mask mandates, criminalising red meat, gun control leading to anarchy, and weak foreign 
policy if the Democrats gained power. The remaining five topics and labels are outlined in Table 1.

Figures 4 and 5 show the popularity of the identified trends over time. For all figures, the first 
vertical line indicates the 2020 general election, and the second vertical line indicates the Jan-
uary 6, 2021, attack. 

Figure 4. Reddit Topics Increasing in Popularity Over Time

As expected, Topic 7 (Election (Pro-Trump)) peaks in the month of October, dips in the weeks 
following the election, and increases slightly in the leadup to the January 6 insurrection. Topic 
8 (Social Media Censorship) also trends how we anticipated, reaching its highest expected topic 
proportion value immediately following the mass removal of accounts believed to have contrib-
uted to the January 6 attack. In contrast, Topic 6 (Cancel Culture) steadily increases over the 
three periods, reaching its peak at the end of the sample period. This echoes several statements 
made by Republican politicians in the period following the January 6 insurrection, namely Con-
gresswoman Marjorie Taylor Greene, Congressman Jim Jordan, and Senator Ted Cruz. Voter 
Fraud (Topic 9) was a very popular theme in the weeks leading up to and following the 2020 
election, but its popularity tapered off towards the end of December.
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Figure 5. Reddit Topics Decreasing in Popularity Over Time

TheDonald Results

Table 2 and Figure 6 show the detailed content makeup and average proportion of the corpus 
for each topic on TheDonald, respectively. 

Table 2. TheDonald Topics, Themes, and Keywords

As expected, the topics found in the TheDonald corpus were more extreme than those in the 
Reddit corpus. Topic 8, labelled Election Conspiracies, had the highest average topic proportion 
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at around 17 percent . Although this finding was expected, it is concerning that content centred 
around spreading disinformation from Alex Jones and Lin Wood, two well-known conspiracy 
theorists who both propagated the “Big Lie.” Topic 1, labelled Pre-election, had the second-high-
est average topic proportion at 12 percent . These posts consisted of comments ranging from 
Chris Wallace’s handling of the Presidential Debates, tasteless jokes about questions related to 
the Black Lives Matter movement, and forecasting the impact of various state election results 
on the overall electoral college count.

Figure 6. Average Topic Proportions of TheDonald Data

Topic 5 (Fake News), Topic 7 (Election [Pro-Trump]), Topic 2 (Trump Mobilization), and Topic 
3 (Civil War) all had average topic proportions hovering around 10 percent. Again, it is alarm-
ing to see comments calling for a civil war upon a Trump loss hold as much weight as those 
simply expressing support for President Trump. Equally as worrying is the prevalence of Topic 
9, labelled QAnon; although its average topic proportion is not within the top five, comments 
belonging to this theme can still be found in around 10 percent of the corpus.
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Figure 7. TheDonald Topics Increasing in Prevalence

Other than a small decrease in the immediate lead-up to the 2020 election, Election Conspira-
cies (Topic 8) sees a steady rise in average topic proportion across the temporal domain. This 
trend makes sense given Trump’s and his supporters’ refusal to accept the results of the elec-
tion, which resulted in the violent attempt to overturn the election. Topic 5 (Fake News) peaks 
in the period between the 2020 election and the January 6 insurrection, which again is support-
ed by the Trump campaign’s refusal to concede the 2020 election. Notably, Voter Fraud (Topic 
6) reaches its peak expected topic proportion values in the pre-insurrection period, which was 
fuelled by the accusations from the Trump campaign of widespread voter fraud. 

Naturally, Topics 1, 7, and 10 (Pre-election, Election (Pro-Trump), and Election (General), re-
spectively) all reached their peaks in the pre-election period, then gradually decreased over the 
remainder of the time frame. Interestingly, the topic that would make the most sense to reach 
its peak in the Pre- or Post-insurrection periods saw its highest expected topic proportion in 
the Pre-election period (Topic 3, Civil War). 
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Figure 8. TheDonald Topics Decreasing in Popularity

Discussion
This study presents novel empirical evidence on the key themes discussed across communities 
on two widely used social media platforms that endorsed violent anti-government rhetoric 
leading up to the January 6, 2021, insurrection. These findings suggest that there remains a 
great deal to be learned from examining how online communities discuss events, the degree to 
which they are responsive to news, rhetoric from elites, and the pervasive reach of disinforma-
tion. In this study, we applied an underutilised strategy to a novel data set of user comments 
across two web forums representing online communities that endorsed anti-government ex-
tremist attitudes and violence.

Key Themes and Topics 

Overall, we found a mixture of convergence and divergence in the core themes observed across 
Reddit and TheDonald. Within the Reddit communities, we identified ten core themes, with 
the greatest focus on support for Donald Trump in the 2020 election. This tracked closely with 
salient issues online over the period of study and was also present among the top five themes 
on TheDonald. Moreover, we find that both communities had at least one core theme regarding 
Voter Fraud; however, rhetoric on TheDonald extended to conspiratorial allegations of system-
atic election fraud, whereas the Reddit communities expressed a tamer form of scepticism to-
wards the election.

Unsurprisingly, themes identified on TheDonald trended towards more extreme and conspira-
torial events and news coverage over the period. Notably—user comments and replies focused 
on conspiracy theories and the primary news sources cited included Project Veritas and Gate-
way Pundit—sources of disinformation.43 Interestingly, the spread of average topic proportions 
was much tighter across TheDonald than Reddit, with only a 10 percent difference between 
the most prevalent and least prevalent topics. With topic labels like Election Conspiracies, Civil 
War, and QAnon, this suggests that a large amount of content found on TheDonald could es-
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pouse extremist rhetoric containing anti-government sentiment and disinformation. Moreover, 
the similarities in terms found between benign topics, like Election (Pro-Trump), users rallying 
behind their leader (Trump Mobilization), and comments calling for anti-government violence 
(Civil War), are cause for concern. Together, this highlights the importance of studying a wide 
range of online communities, and in particular, communities that may appear to hold less-ex-
treme attitudes. As prior work has shown, the mainstreaming of extremist ideas and the fun-
nelling of users from more populated and closely monitored platforms to progressively more 
concerning content is a deliberate and strategic choice.44 

In addition to meaningful differences observed across platforms, we also identified import-
ant thematic variation over time—largely tracking with salient events for each period. Themes 
related to the 2020 presidential election across both platforms reached their peaks in the 
pre-election period, while themes associated with mobilization for Trump, voter fraud, and 
election conspiracies increased in the period between the 2020 election and the January 6 in-
surrection. Topics related to social media censorship also followed trends in broader media 
discourse, reaching its peak in the post-insurrection period after thousands of users were sus-
pended from Twitter, Facebook, and Reddit.45 

We found that the distribution of the most extreme topic in TheDonald, Civil War, showed two 
identifiable peaks within these data; that is, it increased leading up to the 2020 election, de-
creased immediately following the election, and increased again. This suggests that calls for 
anti-government violence increased in the lead-up to both the 2020 presidential election and 
the January 6 insurrection. Despite seeing an increase in the prevalence of Civil War comments 
before January 6, the topic never reached its peak prevalence value achieved in mid-October. 
This is an interesting observation given the increasingly hostile political climate through the 
pre- and post-insurrection periods; thus, future work should explore this puzzling trend.

Limitations

Though this study provides a step forward in understanding trends and differences across on-
line communities that traffic in anti-government rhetoric, we acknowledge important limita-
tions to our findings. Firstly, due to the inherent user anonymity of the platforms studied, we 
recognise that there is some risk associated with ‘big talk’ on web forums. As a result, users 
both on Reddit and TheDonald may have felt emboldened to endorse more extreme views than 
they held. This has implications for the naïve assessment of ‘risk’ on these platforms since ab-
sent context it may be nigh impossible to determine whether a post reflects genuine violent 
intent, escalatory showboating, trolling, or sarcasm. All the same however, we assert assessing 
aggregate trends remains important, particularly as users form impressions of the ideological 
stance of the community writ large based on what they observe—regardless of the veracity of 
those opinions. 

Likewise, this study was restricted to two publicly facing (non-password-protected) web fo-
rums. As prior research and reporting from non-government organiations has shown, evidence 
of attitudinal and behavioural radicalisation abounds on private platforms that require users 
(and indeed, observers) to access content with specific credentials.46 Though that is the case, 
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these private sites tend to be smaller and represent more ideologically homogeneous and ex-
treme communities. Accordingly, our findings reflect the broader experience of individuals that 
are first being introduced to anti-government extremist attitudes. Much of what we know about 
radicalisation indicates that such individuals do not go on to participate in extremist behaviour 
(violent or otherwise), and thus our findings yield important background information for oth-
ers who investigate why some may ‘turn away’ from extremist movements. 

Next, while our analyses captured themes, and demonstrates when shifts in those themes oc-
curred, we did not capture granular or more ephemeral points of focus in the communities. As a 
result, we do not suggest individual trajectories of attitudinal radicalisation on the forums, but 
broader trends on the sites. As noted above, prior research has made important steps in exam-
ining individual posting behaviour,47 and though outside the scope of this study, future research 
should explore these data for similar trends. 

Finally, we recognise that the online environment leading up to the January 6 attack represents 
a distinct socio-political moment in the history of the United States. Since the attack, the online 
communities that facilitated and perpetrated the violence have shifted their behaviour, and in 
many cases, observed political and legal sanctions.48 As such, this study represents sentiment 
from a uniquely incendiary period online in the United States, and not necessarily a generalis-
able pattern of facts to other anti-government extremist online movements in other countries 
or contexts. 

Practical Implications, and Future Directions

Despite these limitations, this study yields practical knowledge into anti-government extremism 
on publicly accessible web forums. First, while Reddit has been critiqued for the light-handed 
moderation (and poor infrastructure of moderation) on the platform,49 we observed instances 
of enforcement of community and site rules (via the removal of posts). By contrast, no moder-
ator actions to enforce the limited community standards on TheDonald were observed across 
the entire period.50 Taken in conjunction with the findings above, this hints at the role that rules 
of conduct and community guidelines may have in shaping user behaviour, and the possible 
specific or general deterrence benefits of the visible enforcement of these rules.51

Secondly, the shared lexicon and crossover of major topics (and linked sources) between the 
two platforms suggests that members of these communities may ‘travel in the same circles’ 
online. Accordingly, we suggest that research explore whether anti-disinformation and vio-
lence-prevention interventions on one platform may yield a diffusion of benefits in associat-
ed or networked communities. Critically however, any such interventions should bear in mind 
the existing body of research on digital and community-based violence prevention and P/CVE 
work.52 

Beyond these general pieces of guidance, the identification of key themes on both Reddit and 
TheDonald provides a logical point of departure for subsequent research in this area. Firstly, re-
searchers should continue to explore how individual sentiment shifted across the periods lead-
ing up to January 6 as well as drawing comparisons to other relevant acts of anti-government 
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extremism. Moreover, future work should examine how rhetoric online shifted in response to 
specific communication by political elites; that is, how do online communities respond to so-
licitations for protests, and does community response vary depending on the characteristics 
of the platform and users? Additionally, while this piece sought to describe shifts over time, 
more work should consider specific temporal cut points that produce statistically reliable shifts 
in topics or community rhetoric. Finally, given the disparity in the anti-government rhetoric 
and trends observed across these two platforms, future research should consider the impact of 
moderation on web forums, and how enforcement of community norms may shape the sanc-
tioning or endorsement of violent views. 

In closing, recent events have shown that there is significant power in the ability of online com-
munities to shape a social movement and direct it to violent ends. Explicit calls to violence were 
observed in this study. however they represented a distinct minority of the topics observed—
even among the more extreme of the two online communities studied. However, the spread of 
violent anti-government rhetoric online remains an evolving risk, and just as communities rally 
around leaders in the real world, the risk posed by a minority of violent voices online should 
not be discounted. 
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